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Abstract
To build a robust and efficient farecognition system, the problem of lighting vanatis one of the mai
technical challenges facing system designers. énpidst few years, many appear~based methods have be
proposed to handle this problem, and new theotétisaghts as well asood recognition results have been repor
We have proposed a whole face recognition systetm pveprocessing, feature extraction and class#iet scort
fusion for uncontrolled illumination variations vehi will yield increased accuracy and efficie.

Introduction

In this paper verify the face in differe
lightening conditions means any time (day or nig
and in any place (indoor or outdoor). There are
methods used to improve the face verification ot
image. Preprocessing chain, Local ternary patt
Local binary patterns, Gabor wavelet, and pt
congruency are the methods of face verifica
system. This paper focuses mainly on the issu
robustness to lighting variations. Traditiol
approaches for dealing with this issue can be tyc
classified nto three categories: appeare-based,
normalization-based, and featurased method:
handle spatially non uniform variations reme
limited. The third approach extracts illuminai-
insensitive feature sets directly from the givemaga.

These featw sets range from geometrit
features to image derivative features such as
maps, local binary patterns (LBP), Gabor wave
and local autocorrelation filters. Although st
features offer a great improvement on raw ¢
values, their resistance the complex illuminatior
variations that occur in realorld face images is sti
quite limited.

The integrative framework is proposed, t
combines the strengths of all three of the at
approaches. The overall process can be viewed
pipeline consiting of image normalization, featL
extraction, and subspace representation, as st
Each stage increases resistance to illuming
variations and makes the information needed
recognition more manifest. This method achie
very significant improements, than the other metr
of verification rate is 88.1% at 0.1% false accep&
rate. In direct appearanbased approaches, traini
examples are collected under different light
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conditions and directly (i.e., without undergoingy:
lighting preprocessing) used to learn a global mc
of the possible illumination variations but it rés
a large number of training images and an expre:
feature set, otherwise it is essential to includmad
preprocessor to reduce illumination variatic
Normalization based approaches seek to reduct
image to a more “canonical” form in which t
illumination variations are suppressed. Histog
equalization is one simple example of this meti
These methods are quite effective but their abitit
Severh aspects of the relationship between im
normalization and feature sets, Robust feature
and feature comparison strategies, Fusion of niel
feature sets framework is the will be veri
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Fig. 1 Threemajor partsof face recognition algorithm

Predominant Approaches

There are two predominant approache:
the face recognition problem: Geometric (feal
based) and photometric (view based).Many rent
algorithms were developed.
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Fig .2 Stages of our full face recognition method

Components Analysis (PCA)

PCA commonly referred to as the use of
Eigen faces, is the technique pioneered by Kirlyy an
Sirivich. With PCA, the probe and gallery images
must be the same size and must first be normalized
line up the eyes and mouth of the subjects withen t
image. The PCA approach is then used to reduce the
dimension of the data by means of data compression
basics and reveals the most effective low dimersdion
structure of facial patterns. This reduction in
dimensions removes information that is not useful
and precisely decomposes the face structure into
orthogonal components known as Eigen faces. Each
face image may be represented as the weighted sum
of the Eigen faces, which are stored in a 1D arfay.
probe image is compared against a gallery image by
measuring the distance between their respective
feature vectors. The PCA approach typically recuire
the full frontal face to be presented each time;
otherwise the image results in poor performance. Th
primary advantage of this technique is that it can
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reduce the data needed to identify the individoal t
1/1000th of the data presented.

Fig .3 Standard Eigen faces: Feature vectorsare
derived using Eigen faces.

Linear Discriminate Analysis (LDA)

LDA is a statistical approach for classifying
samples of unknown classes based on training
samples with classes. This technique aims to
maximize between-class variance and minimize
within —class variance. In fig , where each block
represents a class, there are large variances d&etwe
classes, but little variance within classes. When
dealing with high dimensional face data, this
technique faces the small sample size problem that
arises where there are a small number of available
training samples compared to the dimensionality of
the sample space.

Fig .4 Examples of six classesusing LDA

Several face recognition techniques have
been introduced to identify the face in difficult
lighting condition. Face recognition has received a
great deal of attention from the scientific and
industrial communities over the past several desade
owing to its wide range of applications in informoat
security and access control, law enforcement,
surveillance, and more  generally  image
understanding.

Eigen Faces

The Eigen face algorithm is proved to be
very successful in face recognition the Eigen face
method is also based on linearly projecting thegiena
space to a low dimensional feature space.
However, the Eigen face method, which uses
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principal components analysis (PCA) for
dimensionality reduction, yields projection directs
that maximize the total scatter across all classes,
across all images of all faces. In choosing the
projection which maximizes total scatter, PCA nasai
unwanted variations due to lighting and facial
expression. As  correlation methods  are
computationally expensive and require great amounts
of storage, it is natural to pursue dimensionality
reduction schemes. A technique now commonly
used for dimensionality reduction in computer uisio
particularly in face recognition is principal
components analysis (PCA). PCA techniques, also
known as Karhunen-Loeve methods, choose a
dimensionality reducing linear projection that
maximizes the scatter of all projected samples.

This method uses the face pictures asdaa
and extracts some feature vectors from these pistur
So the classifier can be trained with these feature
vectors. If the illumination conditions of the
environment changes, then the efficiency of the
system will decrease because the value of the ixel
in the test image will change significantly. Thésa
big problem with the Eigen face method. We can see
in that the edge information in Eigen face pictuges
not destroyed. If the edge information of face is
applied in Eigen face method, instead of the face
image, we anticipate that the illumination
dependency problem of eigen face method will be
resolved. This means that we want to extract
eigenvectors from edge information of faces and not
from face images. The advantage of this idea, fif ca
be implemented, is the robustness of Eigen face
method under varying illumination conditions. A
drawback of this approach is that the scatter being
maximized is due not only to the between-class
scatter that is useful for classification, but alsdhe
within-class scatter that, for classification pwsps,
is unwanted information.

Linear Discriminate Analysis (LDA)

LDA is a supervised learning method that
finds the linear projection in subspaces. It mazasi
the between-class scatter while minimizing the
within-class scatter of the projected data.
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Fig. 5. Four first Eigen faces of atraining set of 23
images.

According to this objective, two scatter matricetie-t
between class Scatter matrix and the within-class
scatter mat[ices are defined as

Sp = Z M (m; — m)(m, — m)’

c=1

=
Sw = z Z (x —m)(x— m,.)"
=1 xncX,

(X1, X2, X0} = UL, Xe

X =
Where the set of training data have total C classe

is the sample mean for the entire data :II]{, : is

the sample mean for cth clasf",i{-:‘ = |X-:| is
the number of samples of a class ¢ and

M =39 M,

W arg max |WTSBW|
opt — A TWTSwW|

— [wwz W]

In face recognition, when dealing with high-
dimensional image data, the within-class scatter
matrix is often singular. To overcome this problem,
PCA is first used with the sample data to reduse it
dimensionality. Here, we will call it
PCLDA.

Scor e Fusion Based Weighted Sum M ethod
One way to combine the scores is to
compute a weighted sum as follows:

5= E w; 5y
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wh

where the we|gh1 is the amount of confidence

we have in the ‘E th classifier and its score . Is thi
work, we use 1/EER as a measure of such
confidence. Thus, we have a new score

5 = Z S-g/EER?;.

The weighted sum method based upon the
EER is heuristic but intuitively appealing and e&sy
implement. In addition, this method has the
advantage that it is robust to the difference in
statistics between training data and test datanEve
though the training data and test data have differe
statistics, the relative strength of the component
classifiers is less likely to change significantly,
suggesting that the weighting still makes sense.

One drawback of the weighed sum method is
that the scores generated by component classifiers
may have different physical or statistical meaning
and different ranges.

Integral Normalized Gradient Image (INGI)

We can make the following assumptions: 1)
most of the intrinsic factor is in the high spatial
frequency domain, and 2) most of the extrinsicdact
is in the low spatial frequency domain. Considering
the first assumption, one might use a high-pase fil
to extract the intrinsic factor, but it has beeoved
that this kind of filter is not robust to illumirah
variations as shown . In addition, a high-pasetriitiy
operation may have a risk of removing some of the
useful intrinsic factor. Hence, we propose an
alternative approach, namely, employing a gradient
operation. The gradient operation is written as

Vx=V ({)Z n'. s.;)
=(Vp)Y n’ s | pV (Z n’. s;)

~(Vp) Zuf s = (Vo)W

where the approximation comes from the
assumptions that both the surface normal direction
(shape) and the light source direction vary slowly
across the image, whereas the surface texturesvarie
fast. The scaling factor is the extrinsic factoroofr
imaging model. The Retinex method and SQI method
used the smoothed images as the estimation of this
extrinsic factor. We also use the same approach to
estimate the extrinsic part

W=xxK
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Where is K a smoothing kernel and denotes
the convolution. To overcome the illumination
sensitivity, we normalized the gradient map witk th
following equation:

(Vp) w
W W

!nput Image a
- A
{ —-| Normalizing |—— Reconstruction | -5

F Fusion —
Fig 6. Structure of theintegral normalized gradient
image

.'?\‘T ==

~Vp

Output Image
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Gradient

After the normalization the texture information in

the normalized |mage* { N-L ' N Q'} is
still not apparent enough. In addition, the diusio
operation may intensify unexpected noise ternss. T
recover the rich texture and remove the noise @t th
same time, we integrate the normalized gradients

T

N, and ‘NU with the anisotropic diffusion method
which we explain in the following, and finally

acquire the reconstructed |m’:kC

Kernel Principle Component Analysis
(KPCA)

KPCA encodes the pattern information
based on second order dependencies, i.e., pixel wis
covariance among the pixels, and are insensitive to
the dependencies of multiple (more than two) pixels
in the patterns. Since the eigenvectors in PCAlee
orthonormal bases, the principal components are
uncorrelated. In other words, the coefficients doe
of the axes cannot be linearly represented from the
coefficients of the other axes. Higher order
dependencies in an image include nonlinear relgtion
among the pixel intensity values, such as the
relationships among three or more pixels in an edge
or a curve, which can capture important information
for recognition. Explicity mapping the vectors in
input space into higher dimensional space is
computationally intensive. Using the kernel triakeo
can compute the higher order statistics using doly
products of the input patterns. Kernel PCA has been
applied to face recognition applications and is
observed to be able to extract nonlinear features.
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The advantage of using KPCA over other
nonlinear feature extraction algorithms can be
significant computationally. KPCA does not require
solving a nonlinear optimization problem which is
expensive computationally and the validity of the
solution as optimal is typically a concern. KPCA
only requires the solution of an eigenvalue problem
This reduces to using linear algebra to perform PCA
in an arbitrarily large, possibly infinite dimensl,
feature space. The kernel “trick” greatly sim@gfi
calculations in this case. An additional advantafe
KPCA is that the number of components does not
have to be specified in advance. KPCA is a useful
generalization that can be applied to these domains
where nonlinear features require a nonlinear featur
extraction tool. We plan to use the KPCA algorithm

on real earth science data such as the sea surface

temperature (SST) or normalized difference
vegetation index (NDVI).The resulting information
from KPCA can be correlated with signals such as
the Southern Oscillation Index (SOI) for determgnin
relationships with the ElI Nino phenomenon. KPCA
can be used to discover nonlinear correlationsata d
that may otherwise not be found using standard PCA.
The information generated about a data set using
KPCA captures nonlinear features of the data. &hes
features correlated with known spatial-temporal
signals can discover nonlinear relationships. KPCA
offers improved analysis of datasets that have
nonlinear structure.

Log-Likelihood Ratio for Score Fusion
We interpret the set of scores as a feature
vector from which we perform the classificationkas

We have a set of scorls« =+ %n computed by
classifiers. Now the problem is to decide whetlher t
query-target pair is from the same person

or not based upon these scores. We can cast this

problem as the following hypothesis testing:
Ho: Sy 8, ~ PlB1yais 8y il”ﬁk;l
Hy 818y~ plsg, ... 8, [same)

Where PA511:-«18n |dift) is the distribution of

the scores when the query and target are from

different persons, ar sy is
the distribution of the scores when the query and
target are from the same person.

. &p [SAME)
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AL
Fig. 7 Score distribution of two classifiers

The figure gives example of such distributions and

provides the intuition behind the benefits of using

multiple scores generated by multiple classifiers.

Suppose we have two classifiers and they produce

51 and sa. and

jn; 51 |same),

two score:

plsafdiff} gng distributions of a
single score. The region between the two vertical
lines is where the two distributions overlap.
Intuitively speaking, a classification error carcoc
when the score falls within this overlapped region,
and the smaller this overlapped region, the smaller
the probability of classification error. LikewisEig.

o) showd (52141} o plsafsame) g

shows how the pair of the two sco \51:52) is
distributed. The upper left of Fig(c) is the scatte

Figure shows

plot of 1¥1+52} \yhen the query and target are from
the same person, and the upper right of Fig. c) i
the scatter plot of when the query and target rane f

different persons. The bottom of Fig(c) shows how
the two scatter plots overlap.Compared with Fij. (a
and (b), we can see that the probability of ovedap

be reduced by jointly considering the two scores

sp and s2, , which suggests that hypothesis

i 3y Hep.
testing based upon the two scc ** and sg

better than hypothesis testing based
g] OF 8.

is
upon a single scor

If we know the two densitie L51¢ 0 s |diff)

and PL81:- -+ -:J,|.~,;|m-;::|,’ the log-likelihood ratio
test achieves the highest verification rate foriveeig
false accept rate

P(31,... .8, |5ame)

b

= plsy, ... 8 |diff)

. -
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P81 0 n 85 difl)

However, the true densitie

- PR 5. |SAME
and P81 n|same) are unknown, so we
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uncontrolled illumination variations which will yig
increased accuracy and efficiency.

need to estimate these densities observing scores References

computed from query-target pairs in the trainintpda
One way to estimate these densities is to use a
nonparametric density estimation. In this work, we
use parametric density estimation in order to avoid
over-fitting and reduce computational complexity. |

&
particular, we model the distribution ¢ =

H"as a Gaussian random variable with mean

AT X

o
{"”}'=l given iy as independent Gaussian
random variables with density

i) = T[N s |

Where
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is the Gaussian density function. The parameters
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= ),
and the paLamete{ TR T i and
\mrisame, i OSame.i ) are computed from the
scores of the classifier corresponding to matchgue
target pairs in the training database. Now we @efin
the fused score to be the log-likelihood ratio, ahhis
given by

i 2
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; 5
n [+ AT
(Si=mgir,;)
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G
{8 —msg )
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P 2 ]
T e Ter .
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Where c is a constant value

Conclusion

We have proposed a whole face
recognition system with preprocessing, feature
extraction and classifier and score fusion for
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